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Crowded trades are often associated with bubbles. If investors can locate a bubble sufficiently early they can profit from the run up in prices. But in order to profit from a bubble investors must exit the bubble before the selloff erodes all of the profits. The authors propose two measures for managing exposure to bubbles. One measure, called asset centrality, locates crowded trading which they show is often associated with the formation of bubbles. The other is a measure of relative value, which helps to separate crowding that occurs during a bubble’s run-up from crowding that occurs during a bubble’s sell-off. Neither measure by itself is sufficient for identifying the full cycle of a bubble, but the authors show that together these measures have the potential to locate bubbles in sectors as well as in factors as they begin to emerge and to identify exit points before they fully deflate.
Crowded trading refers to the deployment of a large amount of capital to purchase or sell an asset or a group of assets with similar characteristics, which can result in a significant change in the price of the assets. It is important to note, however, that not all large price moves are caused by crowded trading. If investors perceive a change in the fundamental value of an asset, its price should adjust whether or not there is crowded trading. But when prices change significantly from a shift in investor psychology or infatuation with a new strategy, it is likely due to crowded trading. This distinction is critical. Price adjustments that correspond to shifting fundamentals should persist indefinitely, which makes them difficult to exploit. But price adjustments that occur in the absence of a shift in fundamentals are more likely to be transitory and, therefore, more easily exploitable. This type of crowded trading, in which asset prices rise and fall significantly without a commensurate change in fundamental value, is commonly referred to as a bubble. Our goal in this paper is to demonstrate how to locate bubbles and to determine whether they are inflating or deflating.

The academic community is undecided about whether it is possible to detect bubbles before they crash. For example, in his Nobel Prize acceptance speech, Fama (2014) stated that “the available research provides no reliable evidence that stock market price declines are ever predictable.” And in a Chicago Booth Review (2016) interview, Fama added: “Statistically, people have not come up with ways of identifying bubbles.” In response to this challenge,
Greenwood, Shleifer, and You (2017) evaluated 40 U.S. and 107 international bubbles, which they defined as events in which prices increased by at least 100% both on an absolute and relative-to-market basis. They found that price increases alone do not reliably predict negative expected returns, though they do predict a larger probability of loss. The authors also found that variables such as increased volatility, new stock issuance, and price acceleration have the potential to differentiate price increases that crash from those that continue to rise.

We present a different approach for predicting bubbles than Greenwood, Shleifer, and You. We use asset centrality as a proxy for crowded trading to locate bubbles, and we combine this signal with a measure of relative value to distinguish crowded trading that occurs during a bubble’s run-up from crowded trading that occurs during its sell-off. We also use a somewhat loose definition of a bubble. Whereas bubbles are typically associated with a spectacular run-up and sell-off, we define a bubble as any significant increase and decrease in prices that is not associated with a corresponding change in fundamentals.

That said, we offer results that contradict Fama and extend the findings of Greenwood, Shleifer, and You. We show that investors could have profited by overweighting sectors within the U.S. equity market that were crowded but not overvalued and by underweighting sectors that were crowded and simultaneously overvalued. This result extends as well to other equity markets that we tested. We also produce results showing that investors could have profited by deploying the same strategy to manage exposure to well-known equity factors.

We begin by describing asset centrality, and we offer conjectures about why it may be associated with crowded trading. We then describe a relative value measure that we use to
separate crowding that occurs during a bubble’s run-up from crowding that occurs during its sell-off. Next, we examine some well-known bubbles, and we show how our centrality and valuation measures evolved over the course of these bubbles. Then we apply our measures out of sample to identify bubbles among sectors within the U.S. stock market. We also apply our methodology to other equity markets and to well-known factors in the U.S. equity market. We present persuasive evidence of the efficacy of our methodology. We conclude with a summary.

**Asset Centrality**

In our analysis, we do not directly observe crowded trading from flow information. Instead, we infer it from price behavior. We use a measure called asset centrality, which captures the extent to which a group of similar assets drives the variability of returns across a broader universe of which it is a member.

We begin by calculating the covariance matrix of a set of sectors. We then perform a principal components analysis to identify the eigenvectors that explain the variability of returns across the sectors. Next we compute the absorption ratio, which equals the fraction of total variance that is explained or “absorbed” by a fixed number of eigenvectors, as shown in Equation 1.

\[
AR = \frac{\sum_{i=1}^{N} \sigma_{Ei}^2}{\sum_{j=1}^{N} \sigma_{Aj}^2}
\]  

(1)

In Equation 1, N equals the number of sectors, n equals the number of eigenvectors in the numerator of absorption ratio, \( \sigma_{Ei}^2 \) equals the variance of the \( i^{th} \) eigenvector, and \( \sigma_{Aj}^2 \) equals the
variance of the $j^{th}$ sector. The absorption ratio is commonly used to measure risk concentration.\(^2\)

Finally, we define centrality by noting a given sector’s weight (as an absolute value) in each of the eigenvectors that comprise the subset of the most important eigenvectors (those in the numerator of the absorption ratio). We then multiply the sector’s weight in each eigenvector by the relative importance of the eigenvector, which we measure as the percentage of variation explained by that eigenvector divided by the sum of the percentage of variation explained by all of the eigenvectors comprising the subset of the most important ones. This gives a measure of centrality, which is defined in Equation 2.

$$C_i = \sum_{j=1}^{n} \left( \frac{AR_j \cdot |EV_{ij}|}{\sum_{k=1}^{N} |EV_{kj}|} \right) \left( \sum_{j=1}^{n} AR_j \right)^{-1} $$

(2)

In Equation 2, $C_i$ equals a sector’s centrality score, $AR_j$ is the absorption ratio of the $j^{th}$ eigenvector, $EV_{ij}$ equals the absolute value of the exposure of the $i^{th}$ sector within the $j^{th}$ eigenvector, $n$ equals the number of eigenvectors in the numerator of the absorption ratio, and $N$ equals the total number of sectors.\(^3\)

In order to lend some intuition to centrality, think about this computation using only the first eigenvector as the numerator in the absorption ratio. This special case would be very
similar to the technique used in Google’s PageRank algorithm (see Brin and Page (1998)). Think of each asset group as a node on a map. By defining an importance score as the sum of all of its neighbors’ importance scores (times some constant), that score would equal precisely the weight of the sector in the first eigenvector.\(^4\) We instead use several eigenvectors in the numerator of the absorption ratio because most of the time several factors contribute importantly to asset variability.

Why might centrality be indicative of crowded trading? First, consider the features that contribute to a sector’s centrality? Centrality is higher for sectors that are relatively more volatile and for sectors that are more connected to other sectors.

Now consider how crowded trading affects volatility and connectivity. Crowded trading raises a sector’s volatility in two ways. First, when a large quantity of capital is deployed to purchase or sell a particular sector, it leads to large order imbalances which result in large price adjustments and hence, greater volatility. Second, the components within the sector become more correlated with each other as investors focus their trades on the sector as a single unit rather than distribute their trades independently across the components of the sector. Volatility therefore rises as the sector becomes less diversified. We should also expect to see an association between crowded trading and connectivity. A sector becomes a bellwether when it is exposed to crowded trading and, as such, drives the behavior of other sectors.

Exhibit 1 presents evidence that high centrality coincides with crowded trading. It is a heat map of the cross sectional percentile ranks of centrality through time for the major sectors of the U.S. equity market. Centrality rises as the colors shift from dark blue to light blue to green to yellow to orange to light red to dark red.\(^5\)
Notice that the centrality of the tech sector is very high during the tech bubble, that centrality is also very high for the financial sector during the global financial crisis, and very high for the energy sector during periods of volatile energy prices. Also note that for decades the centrality of REITs was the lowest of any sector, but it rose noticeably during the housing bubble that led to the financial crisis.

Exhibit 1 offers persuasive evidence that high centrality corresponds with asset price bubbles, but in order to profit from bubbles we must be able to time them. Unfortunately, centrality by itself is of little value for timing exposure to bubbles because, although it rises as a bubble begins to emerge, it continues to rise throughout the entire bubble cycle and often more steeply during a bubble’s sell-off. We, therefore, introduce a measure of relative value to
separate centrality that occurs during a bubble’s run-up from centrality that occurs during its sell-off.

**Relative Value**

We use the price to book value ratio to compute relative value. We first calculate each sector’s price to book value ratio. Then we normalize each sector’s valuation by dividing it by its own 10-year average, to account for the fact that some sectors have consistently higher valuations than other sectors. Finally, we divide each sector’s normalized valuation by the average of the normalized valuations of all the other sectors to arrive at a cross-sectional measure of relative value.

This measure of relative value serves the following purpose. As crowding occurs within a particular sector, the centrality of the sector rises, along with its relative value. It is the rise in centrality that signals the emergence of a potential bubble. As crowding continues, centrality and relative value continue to rise until some news triggers a shift in psychology, at which point investors begin to exit the trade. As this occurs, centrality continues to rise because crowding persists but now in the opposite direction. Indeed, crowding is usually more intense when investors exit a trade than when they enter it. This crowded selling drives down the relative value of the group, typically early during a bubble’s sell-off or at least before the sell-off has run its course.

One might be tempted to focus only on relative value to time exposure to bubbles, but relative value by itself is inadequate because it cannot distinguish price activity that is driven by shifting fundamentals from price activity that is driven by changes in investor psychology. We
therefore use centrality to distinguish bubbles from fundamentally justified price increases and relative value to distinguish centrality that occurs as a bubble inflates from centrality that occurs during a bubble’s sell-off.

**Centrality and Relative Value during Well-Known Bubbles**

We now show how our measures of asset centrality and relative value evolved during two well-known bubbles, the tech bubble and the housing bubble.

**Exhibit 2: The Tech Bubble**

<table>
<thead>
<tr>
<th>Tech Sector Price</th>
<th>Centrality</th>
<th>Relative Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Graph of Tech Sector Price]</td>
<td>![Graph of Centrality]</td>
<td>![Graph of Relative Value]</td>
</tr>
</tbody>
</table>

The Tech Bubble occurred from 1998 through 2000 as investors became infatuated with technology stocks. Exhibit 2 compares the evolution of stock prices with the evolution of centrality and relative value. The left panel of Exhibit 2 shows the run-up and sell-off of tech stock prices during the bubble. The middle panel reveals that the level of centrality increased.
significantly during the run-up phase of the bubble and then spiked sharply during the precipitous sell-off. The right panel shows that relative value followed the same pattern as prices. The vertical dotted line locates the point at which the bubble burst.

Exhibit 3: Housing Bubble

Exhibit 3 documents the evolution of centrality and relative value during the housing bubble which led to the credit bubble and eventually to the Global Financial Crisis. As was the case with the tech bubble, centrality offered an excellent signal that the bubble was under way, and relative value separated the run-up from the sell-off.

We also examined the portfolio insurance bubble, the credit bubble, and the risk parity bubble. The portfolio insurance bubble occurred as institutional investors channeled huge amounts of capital into dynamic trading strategies designed to mimic the payoff pattern of a protective put option applied to the S&P 500 Index. Investors believed this strategy would
protect them from stock market losses greater than 5%, so they invested in stocks more aggressively than they might have otherwise. In mid-October 1987 the stock market responded negatively to news that Congress would seek to limit interest deductions on debt used to finance acquisitions. The portfolio insurance rules then triggered more selling, which fed upon itself causing the stock market to crash more than 20% in a single day.

The credit bubble arose from the housing bubble as financial institutions packaged mortgages into securities that found their way to the balance sheets of various organizations.

The risk parity bubble occurred from 2011 to 2013 when many institutional investors allocated large sums of capital to a strategy in which each major component of the portfolio was sized so that it contributed equally to the portfolio’s overall risk. The rationale for this strategy was that low-volatility assets such as bonds had higher return to risk ratios than higher-volatility assets such as stocks. In the case of all of these bubbles we observed a similar pattern for prices, centrality, and relative value.

These bubble examples suggest anecdotally that centrality has the potential to locate bubbles as they begin to emerge and that relative value has the potential to separate a bubble’s run-up from its sell-off. Based on the evidence provided from these historical bubbles, we next seek to determine if we can deploy these measures in a sector rotation strategy as well as in a strategy for timing exposure to factors. However, we must first resolve a serious challenge, which is that these historical bubbles fail to suggest uniform thresholds for centrality and relative value. We address this problem in two ways. First, rather than focus on the absolute level of centrality, we focus on its change in value, measured as a standardized shift. And
second, we compare these measures cross sectionally; hence we focus on their relation to one another rather than their individual absolute values.

**Implications for Sector Rotation**

We conjecture that sectors with high centrality relative to other sectors and that are not relatively overvalued are those that are in a bubble run-up, and that sectors with relatively high centrality and that are relatively overvalued are those that are selling off. As we mentioned earlier, we do not limit our definition of a bubble to major price inflation and deflation. We consider a bubble as any significant increase and decrease in price that occurs without a corresponding shift in fundamentals. Moreover, we are not so ambitious as to seek to identify the precise beginning, peak, and end of all bubbles. Rather, our goal is to identify the run-up and sell-off phases sufficiently early for enough bubbles so as to add significant value to a passive equity strategy. We next describe how we calibrate our measures of centrality and relative value.

**Sector Centrality:**

1. Each day we obtain two years of daily historical returns for 11 U.S. sector indexes from Thomson Datastream.

2. We weight each sector’s historical daily returns by the square root of its market capitalization weights because larger sectors are relatively more important than smaller sectors.
3. We apply an exponential time decay with a half-life of one year to emphasize recent data and to allow the impact of historical events to recede gradually as the rolling window advances.

4. We estimate the covariance matrix across sectors and compute centrality scores using Equation 2 with $n = 2$ eigenvectors.

5. We compute the standardized shift of centrality for each sector by subtracting the prior three-year average centrality score from the current day’s value and dividing this difference by the standard deviation over the prior three-year period.

6. We move to the next day and repeat.

Sector Relative Value:

1. Each day we obtain a given sector’s price to book value ratio from Thomson Datastream.

2. We divide the current price to book value ratio by its average over the past 10 years (or five years growing to 10 years in the early portion of the sample) to account for the fact that some sectors consistently have higher ratios than others.

3. We divide each sector’s normalized ratio by the average of the normalized ratios of the other 10 sectors to derive a relative normalized price to book value ratio.

4. We move to the next day and repeat.

As a proof of concept we construct sector portfolios that are conditioned on centrality and relative value, and we compute their conditional performance.
Conditional Sector Performance:

1. We rank all sectors by their degree of crowding (centrality shift) and relative value scores, as defined previously.

2. We identify the sectors that rank in the top three by both measures.

3. We form equally weighted portfolios for four combinations of crowding and relative value:
   a. not top three crowded, not top three overvalued (no bubble)
   b. not top three crowded, top three overvalued (no bubble)
   c. top three crowded, not top three overvalued, increase in price over the prior year (bubble run-up)\(^8\)
   d. top three crowded, top three overvalued (bubble sell-off)

4. We impose a one-day implementation lag and record the next day’s return for each portfolio (or mark as null if no sectors meet the relevant condition).

5. We move to the next day and repeat.

Exhibit 4 shows annualized performance relative to the S&P 500 Index for portfolios composed of sectors that are not crowded and sectors that are crowded when those sectors are not overvalued and when they are overvalued. It reveals that crowding and relative value by themselves do not provide useful information. However, when used in combination they are particularly potent. Sectors that were not relatively overvalued but were relatively crowded delivered the best performance. This outcome supports our conjecture that these sectors were in bubble run-ups. In contrast, sectors that were relatively overvalued and crowded had the worst performance, which supports our conjecture that these sectors were selling off. The
numbers in italics are the return to risk ratios. They indicate, not surprisingly, that bubble sell-offs are more volatile than bubble run-ups.

**Exhibit 4: U.S. Equity Conditional Sector Performance Relative to S&P 500 Index**

**1985 - 2017**

<table>
<thead>
<tr>
<th>Not Crowded</th>
<th>Crowded</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Not Overvalued</strong></td>
<td></td>
</tr>
<tr>
<td>No Bubble</td>
<td>Bubble Run-Up</td>
</tr>
<tr>
<td>0.3%</td>
<td>6.7%</td>
</tr>
<tr>
<td>0.05</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>Overvalued</strong></td>
<td></td>
</tr>
<tr>
<td>No Bubble</td>
<td>Bubble Sell-Off</td>
</tr>
<tr>
<td>0.6%</td>
<td>-6.5%</td>
</tr>
<tr>
<td>0.07</td>
<td>-0.50</td>
</tr>
</tbody>
</table>

Next we test a trading rule to determine the extent to which we can capture the spread between the performance of bubble run-ups and sell-offs.

**Trading Rule:**

1. We assign expected returns of +5 percent to sectors identified as run ups, −5 percent to those identified as sell offs, and zero otherwise, as defined previously.
2. We estimate the annualized covariance matrix from the prior five years of daily sector returns.
3. We solve for the mean-variance long only optimal weights assuming a risk aversion coefficient equal to 1.0.

4. We define the portfolio weights to hold for the next day as the average of the optimal weights over the past quarter (to control for turnover).

5. We impose a one-day implementation lag and record the next day’s return for the portfolio.

6. We move to the next day and repeat.

Exhibit 5 reveals that this simple trading rule produced a higher annualized return with less risk than the S&P 500 Index, resulting in a much improved return to risk ratio. And for investors who focus on relative performance, it delivered a very attractive information ratio.


<table>
<thead>
<tr>
<th></th>
<th>S&amp;P 500 Index</th>
<th>Sector Rotation Strategy</th>
<th>Sector Rotation Relative Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return</td>
<td>11.3%</td>
<td>15.5%</td>
<td>4.2%</td>
</tr>
<tr>
<td>Risk</td>
<td>17.3%</td>
<td>15.6%</td>
<td>8.5%</td>
</tr>
<tr>
<td>Ratio</td>
<td>0.66</td>
<td>1.00</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Exhibit 6 depicts the outperformance of the sector rotation strategy graphically, and it shows the sector weights that generated this performance. The top panel of Exhibit 6 shows that the sector rotation strategy added value throughout most of the back-test period as opposed to in just one or two episodes.
It is worth noting that our test is a rather conservative one. By restricting the portfolio weights to be positive, we limit our ability to underweight small sectors and to overweight large sectors.
We applied the same trading rules to the stock markets of six other major equity markets, using sector data from Datastream. Exhibit 7 shows that this sector rotation strategy would have increased return in all six of the foreign equity markets that we evaluated relative to their local benchmarks, and it would have reduced risk in all but one of these markets.

Exhibit 7: Sector Rotation Strategy Excess Return and Risk in Foreign Equity Markets

1985 - 2017

We should not be surprised or discouraged by the relatively meager results for Australia. Australia has the most concentrated sector distribution. On average, over the back-test period its Herfindahl index (sum of squared market capitalization weights) equaled 0.24 compared to 0.12 for the U.S. Plainly said, Australia presents a very limited opportunity set.
Implications for Factor Timing

We now turn our attention to equity risk factors. We analyze four factors that are prevalent in the literature: size, value, quality, and low volatility. We do not analyze momentum for two reasons. First, the constituents in a momentum portfolio change frequently, which erodes the connection between crowding and security prices. And second, momentum may be a consequence of crowding in other factors. This overlap could confound our analysis of crowding.

We begin by describing how we define factor portfolios and how we compute factor centrality and relative value.

Factor Portfolios:

1. We rank stocks within the S&P 500 U.S. large cap universe according to each of four security attributes:
   a. market capitalization (small size)
   b. price to book value ratio (low valuation)
   c. return on equity (high quality)
   d. prior two-year daily return volatility (low volatility)

2. We construct market capitalization weighted portfolios for each of 10 deciles ranked by the chosen attribute, with an equal number of securities in each portfolio.

3. We impose a one-day implementation lag and record the daily returns for each decile portfolio.
4. We define the total return of a given factor as the market capitalization weighted average of the top two decile portfolios.

5. We define the relative return of the factor as its total return minus the market capitalization weighted S&P 500 (scaling up the low volatility factor portfolio to match the expected volatility of the S&P 500).

6. We select new securities and adjust portfolio weights after one year.

We calculate centrality for each factor independently because, unlike sectors, multiple factors may contain the same stocks. We do not weight the factor decile returns by market capitalization because we do not expect size to relate to factor relevance in the way it does for sectors.

Factor Centrality:

1. For each factor we obtain two years of daily historical returns for the 10 decile portfolios for the chosen factor.

2. We apply an exponential time decay with a half-life of one year to emphasize recent data and to allow the impact of historical events to recede gradually as the rolling window advances.

3. We estimate the covariance matrix across decile portfolios and compute centrality scores using Equation 2 with \( n = 2 \) eigenvectors.

4. We sum the centrality scores of the top two deciles that comprise the factor definition.

5. We compute the standardized shift of centrality for the factor by subtracting the prior three-year average centrality score from the current day’s value and dividing this difference by the standard deviation over the prior three year period.
6. We move to the next day and repeat.

Factor Relative Value

1. For each factor we compute the market capitalization weighted price to book value ratio for the 10 decile portfolios for the chosen factor, based on the price and book value of the constituents stocks in each decile.\(^{10}\)

2. We divide each decile’s current price to book value ratio by its average over the past 10 years (or five years growing to 10 years in the early portion of the sample to obtain longer history) to account for the fact that some deciles consistently have higher ratios than others.

3. We divide the normalized ratio for the decile by the average of the normalized ratios for the other nine deciles.

4. We repeat for every decile and compute the market capitalization weighted average for the top two deciles for each factor.

5. We move to the next day and repeat.

We compute conditional factor returns just as we did for sectors. We classify those factors that are the two most crowded but not the two most overvalued and that have outperformed the market index on a relative basis over the past year as factors that are in the run-up phase of a bubble. And we classify those factors that are the top two most crowded and two most overvalued as factors that are selling off. Also, we perform the factor timing back-test the same way we did for sectors.
Exhibit 8 reveals that our methodology works just as well for factors as it does for sectors. It shows that the factors we perceive to be in the run-up phase of a bubble outperformed the factors that we perceive to be selling off by 9.0% annualized. It is worth noting that the factors we deemed to be in a sell-off actually outperformed the market, but by significantly less than those we deemed to be in a run-up and by less than the outperformance of an equally weighted static factor portfolio. Effectively, we identified factors that sold off relative to their average premium.

Exhibit 8: U.S. Equity Conditional Factor Performance Relative to S&P 500 Index

1995 - 2017

<table>
<thead>
<tr>
<th></th>
<th>Not Crowded</th>
<th>Crowded</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Overvalued</td>
<td>No Bubble</td>
<td>Bubble Run-Up</td>
</tr>
<tr>
<td></td>
<td>-2.4%</td>
<td>11.4%</td>
</tr>
<tr>
<td></td>
<td>-0.32</td>
<td>1.22</td>
</tr>
<tr>
<td>Overvalued</td>
<td>No Bubble</td>
<td>Bubble Sell-Off</td>
</tr>
<tr>
<td></td>
<td>0.1%</td>
<td>2.4%</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Exhibit 9 shows the annualized results of our trading rules applied to factors. There are a few noteworthy observations. First, an equally weighted static exposure to factors outperformed the S&P 500 Index by 3.0% annually, which supports the popular contention that
these equity risk factors carry premiums. Second, the factor timing strategy outperformed the S&P 500 Index by 6.3%. This greater outperformance suggests that even if factors do not deliver risk premiums, it is still possible that factor timing can add value, just as sector rotation adds value even though aggregate sectors, by construction, cannot outperform the market. And third, for those who care more about relative performance, the factor timing strategy produced a significantly higher information ratio than the static factor portfolio.


<table>
<thead>
<tr>
<th></th>
<th>S&amp;P 500</th>
<th>Static Factors</th>
<th>Factor Timing</th>
<th>Static Factors Relative Performance</th>
<th>Factor Timing Relative Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return</td>
<td>8.6%</td>
<td>11.6%</td>
<td>14.9%</td>
<td>3.0%</td>
<td>6.3%</td>
</tr>
<tr>
<td>Risk</td>
<td>18.6%</td>
<td>20.5%</td>
<td>20.8%</td>
<td>3.7%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Ratio</td>
<td>0.46</td>
<td>0.56</td>
<td>0.71</td>
<td>0.82</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Exhibit 10 depicts the factor timing performance graphically along with the factor weights that delivered this performance. It reveals that the factor timing strategy added value throughout most of the back-test period.
Exhibit 10: Factor Timing Strategy Excess Performance and Factor Weights

Summary

- We introduced a measure of asset centrality to locate crowded trades that often lead to the formation of bubbles.
We also introduced a measure of relative value to identify when a bubble transitions from its inflationary phase to its deflationary phase.

We argued that centrality is helpful for locating crowded trades but, by itself, is insufficient for managing exposure to bubbles because it continues to rise, and often more sharply, when crowding coincides with a bubble sell-off.

And we argued that relative value, by itself, is inadequate for managing exposure to bubbles because it fails to distinguish price changes that occur in response to changes in fundamental value from those that result from a shift in investor psychology or herding toward a new strategy. We then sought to determine if these two measures in tandem could provide useful information.

We analyzed several well-known bubbles and found that for all of these bubbles, centrality rose as these bubbles began to inflate, thereby offering supportive evidence that centrality has the potential to locate bubbles. We also observed that centrality continued to rise after the bubbles burst so that, by itself, centrality would not have helped investors manage exposure to these bubbles.

We then examined the evolution of relative value throughout these historical bubble cycles and found that it generally coincided with the inflationary and deflationary phases of these bubbles. However, we noted that the centrality thresholds for identifying these bubbles and the relative value thresholds for differentiating their phases differed from bubble to bubble.

To address this problem, we rescaled centrality from a level to a standardized shift, and we compared centrality and relative value cross sectionally.
- We used our measures of crowding and valuation to locate and manage exposure to bubbles across equity sectors and factors. We found persuasive evidence that these measures used in tandem could identify run-ups and sell-offs of sector and factor bubbles.

- Finally, we produced a back-test showing that investors could have significantly outperformed the U.S. equity market as well as several foreign equity markets by employing a sector rotation strategy based on these measures. And we produced an additional back-test showing that investors could have significantly outperformed the U.S. equity market as well as a static factor portfolio by using these measures to time exposure to factors.
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We describe these measures in the context of sectors but we apply them to both sectors and factors in our analysis.

For more about the absorption ratio, see Kritzman, Li, Page, and Rigobon (2011).

We must also account for the relative size of each sector, because this information is not reflected in returns. Before computing the absorption ratio or the centrality scores, we adjust the weights of the sectors in our sample by multiplying each historical return by the square root of that sectors’ market weight from the previous day. We use the square root of market weights because large sectors are likely to be more connected, but at some point connectivity reaches a saturation level; hence, we assume this relationship is non-linear. Others may prefer to use a different adjustment factor for market capitalization weights. Our findings are not highly sensitive to this choice. Other market weighting methodologies produced similar results. Furthermore, market capitalization is only one factor influencing centrality, and the centrality scores we derive are very different from capitalization weights.

For additional discussion of eigenvector centrality, see Bonacich (1972).

Prior to computing the centrality scores, we weight each sector’s returns by the square root of its market value. We then compute the centrality score for each sector using a two-year lookback window, a one-year half life for the exponential decay, and the top two eigenvectors (n = 2).

We compute centrality for the U.S. technology sector across a universe of 11 U.S. indexes from DataStream.

One of the reasons portfolio insurance caused a bubble is that investors implemented portfolio insurance with the same terms: insurance against a decline in the S&P 500 Index, a 5% deductible, and a one-year horizon.

We add this additional condition to separate sectors that are in the early stage of a run-up from those that are in the late stage of a sell-off.

These ratios are calculated relative to the S&P 500 Index; therefore, they represent tracking error.

To mitigate large distortions that may result from small or negative book values for some stocks, we invert the price to book value ratio before aggregating across securities in a portfolio, and we invert the result to obtain the portfolio’s price to book value ratio.